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NOTATION
Let A be a matrix. We use the following notation for certain
A-related matrices.

e A, ;: exchanging row ¢ and row j

e A, _yror A,  ,r: setting or replacing row ¢ with b’

e A, —p or Ay, p: setting or replacing column j with b

® Ay, a,—ma, row operation (e;; = —m)

@ M;;: removing row ¢ and column j
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Basic properties (BP)
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The determinant of an identity matrix is 1. I
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BP2: EXCHANGE OF ADJACENT ROWS

The determinant of a matrix changes its sign with an exchange
of adjacent rows

|Aisi| = —|A]
|Aici1]| = —|A]
34 |12
1 2 3 4
3 4 5 1 2 3
1 2 3=—13 4 5
-1 0 1 -1 0 1
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BP3: LINEARITY IN THE FIRST ROW
The determinant of a matrix is linear in the first row

|Aa1;:abT+BcT| = a|Aa1;:bT| + 6|Aa1:=CT|

1 2 4
b A apalb

3 2 3 2 3 2 3 2 3 2
3 7 1 -2 -3 -3 1 4 =2
3 2 1+(3 2 1|=13 2 1
1 -1 2 1 -1 2 1 -1 2
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COROLLARY (EXCHANGE OF ROWS)

The determinant of a matrix changes its sign with an exchange
of any two rows

|Aiesj| = —|A[, i #J

5 -1 01 -1 0 1
3l=(-1)|1 2 3=(-1)*3 45
1 3 45 1 23

Note. Exchange of non-adjacent rows is equivalent to an odd
number of exchanges of adjacent rows.

3
1

O N =~

—1
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COROLLARY (PERMUTATION MATRIX)

The determinant of a permutation matrix is 1.

010
00 1]=1,
100

_ o O O
o O O
o O = O

Note. A permutation matrix is related to an identity matrix of
the same order by row exchanges.
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The determinant of a matrix is linear in any row. That is

|Aﬂ,i;=abT+ﬁcT| = OKlAai::bT| + /B|Aa1;;=CT|

a. ab’ + e’ b’ c’
ab? + pel a'lz I P P a.
ai. aj.
=l g |t g e’

[m]

=
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Derived properties (DP)
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DP1: EQUAL ROWS
The determinant of a matrix with two equal rows is 0.

J

Let A be a matrix with a;. = a;.. Consider the determinant of
Ai<—>j- Note

row exchange Ainj=A

|Aisj| = —|A] and A | = |A|

So —|A| = |A|. Hence

|A| =0
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DP2: ROW OPERATION
The determinant of a matrix is invariant with respect to row
operation.

Consider the determinant of Ay, 4, —ma;.-

linearity
’Aai;%airmajj = ‘Aaizeaze - ‘Aaizemaﬁ
equal rows
—_——~
- |A‘ —-—m |Aai:<_aj:’
= |A|
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The determinant of a matrix with a zero row is 0.

Let A be a matrix with a;. = 07. Consider the determinant of
Adasta; Where j # i

row operation

equal rows

,—/%

|A| - |Aai:<_ai:+aj:| - |Aai:<_0T+(l‘:| = |Aai:<—aj:|
J

[m]

=

_ DETERMINANTS

=0

PR N6

14/50



1 2
‘1 2‘—0
@ row operation
1 2 B -
3 4 1|9 9
@ Zero row

o
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DP4: TRIANGULAR MATRIX

The determinant of a lower-triangular matrix is the product of
the diagonal elements.

If every diagonal element of A is non-zero, we can use row
operations to eliminate the non-diagonal elements. Thus

A row operations

D = |A|=|D|=ay1...0n |1, =a11... .0

Otherwise, let ay, be the topmost zero on the diagonal of A.
We can use row operations to convert A to A’, eliminating the
elements to the left of ai;. Then, since the elements of A" on
row k are all zeros, we have

|A| - ‘A,| :OICLH...CLnn
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DP5: SINGULAR MATRIX
The determinant of a non-singular matrix cannot be 0. The
determinant of a singular matrix is 0.

Suppose A is non-singular. Through row operations and row
exchanges, A is converted to an upper-triangular U with full
pivots. Hence

Al = £[U| = + [T ui #0

Suppose A is singular. We still have A converted to U with at
least one zero row. Hence

Al = £|U| =0

CHEN P DETERMINANTS



DP6: MULTIPLICATION

The determinant of the product of two matrices equals the prod-
uct of the determinants of the matrices. That is

|AB| = |A||B|

If B is singular, then AB is also singular and
|AB| =0 = |A||B|

If B is non-singular, we show that the BPs of determinant are
satisfied by

|AB|
A)="—F+—

So f(A) =|A| and
|AB| = |A||B|
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DETAILS OF DP6.

e BP1 1B |B[
fI) ="t = 2=
D=5 =15
e BP2
Ai<—>i+1B — (AB)i<—>i+1
= |Ajsi1B| = [(AB)isis1| = —|AB|
= f(Ai<—>i+1) = —f(A)
e BP3

(acT T 5dT) B=ac'B+3d"B
= |Ag —acripar Bl = a|Aq —or Bl + B|A,, _4r Bl
= f(Ag —acripar) = Of (Aq,—cr) + Bf(A, —gr)
Hence |AB| = |A||B]. O
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DP7: TRANSPOSE
The determinant of a matrix is invariant to matrix transpose.
That is

Al = |A"|

If A is singular, then AT is singular and |A| = |AT| = 0.
Otherwise, from the LDU decomposition PA = LDU

|P||A| = |L||D|[U| = |U"||D"||L"|
= [U"D"L7| = [ATP"| = |AT||P7]
Since PP =TI and |P| = £1, we have
\P"P|=1=|P"||P| = |P|=|P"|

Hence
4= |47
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@ triangular matrix

10
’2 3‘ 13
@ singular matrix

12_0<:> 1 2] . I
9 4= o 4| singular

@ matrix multiplication

1 2/14 3] |8 5
3 4[|12 1| |20 13
@ matrix transpose
13 |12
2 4] |3 4
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Computation of Determinant

«O» «F)»r « > > QA 22/50

it
a



THEOREM (DETERMINANT AS PRODUCT OF PIVOTS)

Let A be a non-singular matrix. |A| equals the product of the
pivots of A, possibly apart from a sign.

Let the LDU decomposition of A be PA = LDU. Then
|P||A| = [L||D||U|

L and U are unit-triangular, so |L| = |U| = 1. P is a permu-
tation matrix, so |P| = £1. Thus

A = £(D| = +[d,
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2 1 %
A= c y %
- 1
The pivots of A are
g o 4 _
727 3,.," -
Hence N .
n
Al=2(2)(2) ) |
A (2)(3) ( ) - |
- =
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DEFINITION (PARITY OF PERMUTATION )
Let (1 : jn) be a permutation of (1 : n).
@ There are n!/2! pairs
@ A pair (jg, 71) with k < [ is reversed if j > ji

@ A permutation has odd parity if the total count of reversed
pairs is odd

@ A permutation has even parity if the total count of reversed
pairs is even

For example, consider (321) as a permutation of (123).
e 3!/2! = 3 pairs
e Pairs (3,2), (3,1), and (2,1) are reversed pairs
@ Other pairs are not reversed
@ (321) is an odd permutation of (123)
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LEMMA (DETERMINANT OF PERMUTATION MATRIX)

Let P(j; : jn) be the permutation matrix where (jy : j,) is
a permutation of (1 : n) and p;j, = 1 fori = 1,...,n. Let
2(j1 : Jn) be the number of reversed pairs of (j1 : j,). Then

|P(j1 : jn)| = (—1)*U1sdn)

For example

P(321) =

— o O
O = O
o O =

and
|P(321)] = (—1)* = —1
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PROOF.
Convert P(j; : j,) to I through exchanges of adjacent rows.
@ Exchange adjacent rows if the 1 in the lower row is to the
left of the 1 in the upper row
e Equivalent to converting (j; : jn) to (1 : n) by swapping
adjacent reversed pairs
@ Each swap of adjacent reversed pair reduces the number
of reversed pairs by 1, so it requires z(j; : j,) swaps to
convert (j1 : j,) to (1 :n)
e Thus it also requires z(j; : j,) exchanges of adjacent rows
to convert P(j; : j,) to I

Hence

|P(j1 : jn)| = (=1)7 (J1:7n) I = (- )Z(len)
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THEOREM (DETERMINANT AS SUM OVER PERMUTATION)

Let A be a matrix of order n X n.

|A| = Z A1y - - - Qng, — Z Q1 - - - Qngj,

even (j1 : jn) odd (j1 : jn)

Proof*. |A| can be expressed as the sum of n™ terms

’A| _ Z Z aljl...&njn‘Q(jl jn)|

Ji=l ja=1

where Q(j1 : jn) is binary with ¢1;, = -+ = ¢,;, = 1 and Os
elsewhere. Note |Q(j1 : jn)| = |P(j:1 : jn)\ = (—1)*Urdn) if
(41 : jn) is a permutation of (1 : n), and 0 otherwise. Thus

Al = Y aij - an, [P Ga) = D any, - agg, (—1)79490)

(J1:Jn) (J1:9n)
= Z A1y - - - Ang,, — Z A1jy - - - Qpg,
even (j1:jn) odd (j1:5n)
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aijx aiz2 a3
(21 Qg2 (23
a31 azz 33
ai a11 a2

= a22 + Qo3| + aos3
ass ass asy

12 a3 a3
+ a1 + (a2 = 92

as3 32 asi
= (—1)2(123)%1@22@33 + (—1)2(132)%1@23@32
+ (—1)2(231)a12a23a31 + (—1)z(213)a12a21a33

+ (—1)2(312)0130210032 + (—1)2(321)a13a22a31

o =
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DEFINITION (COFACTORS AND COFACTOR MATRIX)
Let A be a square matrix.
e The cofactor of a;;, denoted by ¢;;, is (—1)"*7| M|, where
M ;; is the matrix formed by removing row ¢ and column j
@ The cofactor matrix of A is C = {¢;;}

ailz a2 as
A= |ay axp ax
az1p azz as3

aix as
21 A23

Ag2 A23

_(_1\1+1
Cni( 1) a3z as3

, C32 = (_1)3+2

Ci1 Ci2 Ci3 o
C=|ca cn o3, Cij:(_1>l+J|Mij|

C31 C32 C33
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1 1 1
For |0 1 1], the cofactor matrix is
0 01
11 0 1 0 1]
Tlo 1] o1 Tlo o
_11+11_11:_11(1)8
0 1 0 1 00
0 -1 1
1 1 1 1 1 1
tho1 Tloo1 Tl
1 0 -1 1 11
For | =1 1 0 |, the cofactor matrixis [1 1 1].
0 -1 1 1 1 1
Dr B>  Er Er B <
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PROPERTIES OF COFACTORS
Let A be a square matrix and C' be its cofactor matrix.

@ c¢;; does not depend on a;. or a;

@ c;. does not depend on a;. and c¢; does not depend on a;
o Aand A, . ,r have the same cofactors along row i

ailp a2 ais ailp a2 ais
a1 ag2 93 and (5% u9 us
a3l asz2 as3 a3l asz2 as3

o A and Ag; ¢ have the same cofactors along column j

ail a2 a3 ain a2 U1
az1 a2 az3| and [a21 az V2
az1 azz as3 as1 asz2 U3
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THEOREM (DETERMINANT AS COFACTOR EXPANSION)

Let A be a square matrix.

Al

a11C11 + - -+ + G1pCin

:Zal +J|M1 |

e This is the cofactor expansion of |A| along row 1
@ The formula is consistent with BP3 of matrix determinant

e Cofactor expansion can be applied recursively
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Proof*. |A| = i | K |, where
=1

0 e 0 Qayj 0 e 0
asy ... ag(j,l) A2, ag(j+1) ... Q9pn

K= | e T e
ap1 ... an(j_l) anj an(j+1) N )

If a1; = 0 then |K]| =0= a15C15- If Q15 7é 0, we eliminate the
elements below a;; by row operations, and

0 c. 0 Q1 0 . 0
|K | a1 ... &20‘,1) 0 a2(j+1) ... Qop
il = . . . . .
Ap1 - - - an(j_l) 0 an(j+1) N 4 )
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With (j — 1) exchanges of adjacent columns

Q1; 0 N 0 0
. 0 asr ... (Ig(jfl) a2(j+1)

K| = (-1)7! S
0 ap ... Ap(j—-1) Qn(j+1)

= ay;(—1)77" My
= ay;(—1)7"| M|

= aljclj

Thus

n n
Al =Y |K;| =) aijerj = aren + ancia +

j=1 j=1

CHEN P DETERMINANTS
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COROLLARY (GENERAL COFACTOR EXPANSION)

Let A be a square matrix. |A| can be expressed as a cofactor
expansion along any row or column.

@ The cofactor expansion of | A| along row i is
|A] = apcin + - + QinCin
@ The cofactor expansion of |A| along column j is

|Al = arjcry + - 4 anjcn
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@ product of pivots
a bl |1 Ofla 0 [|1 &  [fad—bc
¢ d T |e 1o w=tello 1|7\ g
= ad — bc
@ cofactor expansion
2 =10 0
-1 2 -1 0
0o -1 2 -1
0o 0 —1 2
__2_2—1_0 __3—1—1_0
=2(-1) 0 1o +(=1)(-1) Ay
=2(2-3+ (=1)*(=1)(=2)) + ((=1) - 3+ (=1)*-0)
=2.44(-3)=
CRL= = z : 9D

CHEN P DETERMINANTS



Application of Determinant
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LEMMA (AN IDENTITY)

Let A be a square matrix and C' be the cofactor matrix of A.
Then
ACT = |A|T

v

(ACT) = Z Q;ikCjk = Q1Cj1 + ** + QinCin
k

o Cofactor expansion of |Ag; 4, | along row j
® A, g, has identical rows for i # j
@ Ay aq,=Afori=j
So
(ACT) =|Aq, ca.

]

= |Al di;

That is
ACT = |A|T
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THEOREM (MATRIX INVERSE BY COFACTOR MATRIX)

Let A be a non-singular matrix and C' be the cofactor matrix
of A. Then

—1 — |A|—1cT

ACT = |A

= A" (AC ) Al AIT =T
A (aCT) =
!

A(lacT)
A(larcr) =1

= Al=|A"'C"
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—_

Let A be |0

11
1 1|. Since A is non-singular, we have
0 1

)

1 0 o [1 -1 0
Al'=|A'"CcT=|-1 1 0o =0 1 -1
0 -1 1 0 0 1

[}
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COFACTOR MATRIX OF A NON-SINGULAR MATRIX

Let A be a non-singular matrix and C' be the cofactor matrix
of A. Then C'is a non-singular matrix.

It follows from the identity AC”T = | A|T that
Al|CT| = |A]"

Hence
‘CT‘ — |A|n—1 7& 0

and C' is non-singular.
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COFACTOR MATRIX OF A SINGULAR MATRIX

Let A be a singular matrix and C' be the cofactor matrix of A.
Then C'is a singular matrix.

If A =0, then C = 0 which is singular. If A # 0, let a;. be a
non-zero row of A. Then

AC" = |A]T = AC" =0
= ai;CT =0
= Zaijci =0
j

Since a;. # 0, this is a non-trivial linear combination of the
rows of CT. Thus, the rows of CT are linearly dependent and
C is not of full rank. Hence C' is singular.
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solution is

Let Ax = b be a non-singular system of linear equations. The

_ [ A bl _
T; = W, ]., [
aq a;_1 b (¢ FER] a,
€Ty =
a a;,—1 a; Qajqq a,
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PROOF.

Since A is non-singular, we have A™' = |A|7'C" and the
solution of Az =bisxz = A 'b=|A|"'C"b. Thus

;= |A] (C"b).
J
n
= |A‘71 Z Cijbi
=1
expansion of \Aajeb| along column j
=AY (bicy + -+ bacwy)

_ |Aaj<—b|
|A|
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VOLUME AND DETERMINANT

Let A be a square matrix with linearly independent row vectors.
Consider box B formed by the row vectors of A.

e For orthogonal row vectors, we have
(volume of B) = | |A]|
e For non-orthogonal row vectors, we still have

(volume of B) = | |A]|

Suppose the row vectors are orthogonal. Let [; be the length of
row %.

AAT = diag(1},...,12) = |AAT| =0} .2

= (vqumeofB):l1...ln:\/‘ATZ\MA!Q:HAH
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(a31, azz, as3)

Y

(a1, a2, ass)

(a11,a12, a13)
xr

Figure 4.1: The box formed from the rows of A: volume = |determinant|.
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Suppose the row vectors are not orthogonal.

e We find the projection of a row vector to the subspace
spanned by the row vectors above it

@ Then we subtract the projection from the row vector so
they are orthogonal

Note
@ Subtracting projection is equivalent to row operation
@ The volume is invariant to subtracting projection
@ The determinant is invariant to row operation

So we still have

(volume of B) = | |A| |
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b=

70«22) a .
\ height Ch = det [b B p] = det [b}
‘\\h= |6 — p| a = (an, a12)
‘ length £ = |a|
0

Figure 4.2: Volume (area) of the parallelogram = ¢ times & = |detA|.
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