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e Quadratic form
e Function approximation

e Singular value decomposition
@ Minimum principles
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NOTATION

x” Az: quadratic form

f(x): multi-variate function

V f(x): gradient vector of f(x)
H (x): Hessian matrix

o: singular value

33: singular value matrix

A =UXVT: singular value decomposition of A

AT pseudo-inverse of A
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Quadratic Function and Quadratic Form
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A quadratic function of n variables is a sum of second-order
terms.

n o n
f(:cl, e ,.Z'n) = Z Zcijxixj

i=1 j=1

Let A be a matrix of order n x n.

e The quadratic form of A is 7 Ax

e x” Ax is a quadratic function of n variables

o 5
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SYMMETRIC MATRICES SUFFICE
Consider

Define matrix A

Then
f(zy,...,z,) =" Az

@ A is symmetric

e Eigenvalues of A are real
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@ Quadratic form of A

T _ a b| |xy
T Az = [xl 1172] [b c] L@]
= ax] + 2bx175 + cx5

o Quadratic function of (z1,z5)
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Let A be a real symmetric matrix.

e A is positive definite if the quadratic form of A is positive
@ Specifically

xl Az >0
for any « # 0

o 5
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LEMMA (POSITIVE DEFINITE = POSITIVE EIGENVALUES)

Let A be positive definite. The eigenvalues of A are positive.

y

PROOF.

Let \ be an eigenvalue of A and s be a corresponding eigen-
vector. Then
As = \s

It follows that
sTAs = \(s"s)

Hence
sTAs

A= >0

sTs
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LEMMA (POSITIVE EIGENVALUES = POSITIVE DEFINITE)

If all eigenvalues of A are positive, A is positive definite.

PROOF.

Let A have spectral decomposition A = QAQ” where Q is
orthogonal. Consider the quadratic form of A.

y” y

—~
' Az =2"QAQ x = y"Ay => \y;

For £ # 0, we have y # 0 and thus z7 Az = >, \jy? > 0.
Hence A is positive definite. O
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LEMMA (POSITIVE DEFINITE = POSITIVE DETERMINANT)

Let A be positive definite. Every leading principal sub-matrix
of A has a positive determinant.

PROOF.
Consider T = {w;‘f OT] with &, € R*. For x;, # 0

xl Ax = {a:;‘g OT} [gi} g

[%k] = w%Akwk >0

So Ay is positive definite, the eigenvalues of A, are positive,
and

k
|Ak| = H)\]M >0
i=1

where A ; is an eigenvalue of Ay. O
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LEMMA (POSITIVE DETERMINANTS = POSITIVE PIVOTS)

If every leading principal sub-matrix of A has positive determi-
nant, the pivots of A are positive.

PROOF.
Let A have LDU decomposition A = LDU. Then

BT C| | x x||0 x|]|0 x| * *

So A, = LD, U,. Let dy,...,d, be the pivots of A. Then

e A

di = 0. dp = =
1 =ai1 > U, ag Dy_1] [Ap | )

]
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LEMMA (POSITIVE PIVOTS = POSITIVE DEFINITE)
If the pivots of A are positive, A is positive definite.

PROOF.
Let A have LDU decomposition A = LDU.

A=A"=LDU =U"DL" =U=L"

Thus
A=LDL" = LD'*D'?’L" = R"R

where R = DY2L7 is non-singular. For #0
' Ax = 2" R"Rx = (Rx)" (Rz) = |Rz||* > 0

Hence A is positive definite.
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THEOREM (CONDITIONS FOR POSITIVE DEFINITE)
The following conditions are equivalent.

©Q A is positive definite

@ The eigenvalues of A are positive

@ The determinants of the leading principal sub-matrices of
A are positive

@ The pivots of A are positive

The previous slides show

O

and

Q=03=06=0
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Quadratic form

T Ax = 230% + 2303 + 2x§ — 27129 — 2T923

1 23 2
(o)

2 3
Eigenvalues, determinants, pivots

1

spectrum(A) = {2,2+V2}, |A;| =2, |Ay| =3, |As| =4

0 0] 2 1 -1
A=|-3 1 0 2 0 1
0 -2 1

4

CHEN P

POSITIVE DEFINITE MATRIX

To — —.T3>

2

3
d o0 1
O» «F» « =

2 4
+_

3

2
T3



ELLIPSOID
Let A be positive definite. 7 Az = 1 defines an ellipsoid.

e With a spectral decomposition A = QAQ”
2l Az = 2T QAQ T x = yT Ay = Z \iy?

where QQ = [ql qn} and y = Q' x
e {q,,...q,} is an orthonormal eigenbasis
@ ¥;q, is the projection of x on g,
e With axes qy,...q,, the coordinates are y;,...,y,
o ' Ax =1= Y, \jy? = 1 is an ellipsoid
@ The intercepts are

= (5)
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Figure 6.2: The ellipse xTAx = 5u” ++ 8uv + 51> = 1 and its principal axes.
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DEFINITION (NEGATIVE DEFINITE AND SEMIDEFINITE)
Let A be a real symmetric matrix.

e A is negative definite if z7 Az < 0 for x # 0

e A is positive semidefinite if z” Az > 0 for any =

e A is negative semidefinite if z7 Az < 0 for any =
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Approximation
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DEFINITION (PARTIAL DERIVATIVES)
Let f(z1,...,x,) be a multi-variate function.

@ First-order partial derivatives

of .
fxi—a—xi, Z—l,...,n

@ Second-order partial derivatives

Ofa, 0?
foms = foi _ O°f

8xj N 6%0@’ ’

iji=1,...

Note that
fxixj = f:):j:ri
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Let f(x1,...,z,) be a function.
@ Gradient vector

Jan

V=

i
@ Hessian matrix

H =

f(l?l(lfl f:l?l:l?n

f-’Bn.’E] f(l:n.’lin

o =
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FUNCTION APPROXIMATION
Let f(x) be a function.

e First-order approximation near x
f(®) = f(@o) + V f(20)" (& — 20)
@ Second-order approximation near xg

f(®) = f(w0) + V f(z0)" (z — 20)

+ ;(:13 —x0)T H () (x — )
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Let f(x) be a function. x, is a stationary point of f(x) if

Let x( be a stationary point of f(x). Near xo, we have

f(@) % (o) + 5@ — w0) H(zo)(@ - 20

[m] [ =
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Approximate

f(z,y) = 22° + day + ¢

near (0,0).

vi= lfy] a le"‘%] H = lfyw fyy] B Ll 2]

F0 =0, Vi) =0, HO -}

f(0) + %(m —0)"H(0)(x — 0) = 2% + day + °

=
&
2

=} = = E E DA 94/57
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Approximate

F(z,y) =7+ 2(z +y)* —ysiny — 2°
near (0,0).

| F| 4(z +y) — 3z*
VI = [Fy] - [4(3: +y) —siny — ycosy
F,. F 4 — 6x
H = TT Ty | _
il

4
4 4—2cosy—|—ysiny]
4 4
F(0)=17, VF(0)=0, H(O)z[4 2]
F(x) ~ L

[}
CHEN P
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DEFINITION (LOCAL MINIMUM AND LOCAL MAXIMUM)
Let f(x) be a function.

@ x; is a local minimum if in a neighborhood of x

f(@) = f(wo)

@ x is a local maximum if in a neighborhood of x,

f(@) < f(wo)
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OPTIMALITY OF A STATIONARY POINT

Let f(x) be a function. Let o be a stationary point and H
be the Hessian matrix at x.

@ x; is a local minimum if H is positive semidefinite
@ x is a local maximum if H is negative semidefinite

@ x is a saddle point if it is neither a local maximum nor a
local minimum

For example, (0,0) is a saddle point of F'(z,v).
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bowl or saddle

Figure 6.1: A bowl and a saddle: Definite A = [} 9] and indefinite A = [ 1]
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CHEN P

POSITIVE DEFINITE MATRIX




Singular Value Decomposition
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BASIC IDEA
Let A be a real matrix.
@ Real symmetric <ATA) and (AAT)
@ Decompose A with the eigenvalues and eigenvectors of
(A"A) and (4A7)

@ An extension of eigen-decomposition




(ATA) AND (AAT>

Let A be a real matrix.
@ Positive semi-definite (ATA) and (AAT)
o Non-negative eigenvalues

@ Real and orthonormal eigenvectors

z' (A"A)z = (Az)" (Az) = | Az|* > 0

v (A47)y = (4Ty)" (ATy) = |ATyIP 2 0
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DEFINITION (SINGULAR VALUE AND SINGULAR VECTOR)

Let A be a real matrix. Square roots of the positive eigenvalues
of (ATA> are the singular values of A.

Let o be a singular value of A.
e o2 is an eigenvalue of (ATA)
e Jv#0
(ATA) v =0V
e o2 is also an eigenvalue of (AAT)
e Ju#0
(AAT) u = o’u

e wu is left singular vector and v is right singular vector
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DEFINITION (SINGULAR SPACE)
Let A be a real matrix and ¢ be a singular value of A.
e Right singular space

R,(A) = {v | (ATA) v = 021)}
o Left singular space

L,(A) = {u| (AAT) u = 0'2'11,}
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LEMMA (LINEARLY INDEPENDENT SINGULAR VECTORS*)

Let A be a real matrix of rank r. There exists a linearly inde-
pendent set containing r right singular vectors of A.

PROOF.
Suppose N(A) is of dimension n —r. N (ATA) = N(A) since

(ATA)a::0:>wTATAw:0:>Aa::0:>(ATA)Q::(]

So eigenvalue 0 of (ATA) has multiplicity (n — r), and the

non-zero eigenvalues of (ATA) have total multiplicity

n—(n—-r)=r

Thus, there are r linearly independent right singular vectors. [
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THEOREM (SINGULAR VALUE DECOMPOSITION)

Let A be a real matrix of order m X n.

A=UxXV"T

@ X is an m x n "diagonal” matrix with the singular values
of A as the leading diagonal elements

e U is an m x m orthogonal matrix with the eigenvectors of
(AAT) as columns

e V is an n x n orthogonal matrix with the eigenvectors of
(ATA) as columns
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MATRIX CONSTRUCTION
e Find singular values oy ... o,

e Find orthonormal right singular vectors v, ... v,
A'U,L'

7

e Find orthonormal left singular vectors u; =
Find orthonormal v, ... v, in Eg (ATA)

e Find orthonormal w,.; ... u,, in E (AAT)

o1 ... 0

5. .0
0 o,

0 0
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PROOF OF SINGULAR VALUE DECOMPOSITION.

Forj=1,...,randi=1,...,m
AATAv,  Acdiv;
(AAT)u; = T2 20 = T o2y,
g Yy
T
'u,Z-Tuj = (A,Ui> <Avj> = ,UZTATAvj = 5z‘j
g; 0 0,03

(UTAV);; = ui Av; = u (0ju;) = 0,0y
Forj=r+1,...,nandt=1,...,m
(UTAV)Z] = 'lLITA’Uj = ’U/lTO =0

Thus
U'AV =Y = A=UXV"
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MATRICES IN SINGULAR VALUE DECOMPOSITION
Suppose A has SVD A =UXV7.
e U is eigenvector matrix of (AAT)

diagonal
AA" = (UsvT) (ve'UT) =U (227) U
e V is eigenvector matrix of (ATA)

diagonal
—

ATA = (VETUT) (UEVT) -V (ETE) vT
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SINGULAR VECTORS AND FUNDAMENTAL SUBSPACES*
Suppose A has SVD A =UXV7.
@ The right singular vectors of A in V' form an orthonormal
basis of C (AT)
@ The left singular vectors of A in U form an orthonormal
basis of C (A)
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Suppose A has order m x n and rank r.

® V,i1,...,V, are eigenvectors of (ATA) with eigenvalue
0
(ATA) ’Uj = O’Uj =0

so they form a basis of N(A” A) = N(A). It follows that
v1,...,v, form a basis of the orthogonal complement of
N(A), ie. C(AT).

@ The first r columns of AV = UX means

A’UZ‘ = o;U;

Thus uy,...,u, are vectors in C(A). Since they are lin-
early independent, they form a basis of C(A).
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e Singular values

1 -1
ATA =

The eigenvalues are \; = 3, A2 = 1, A3 = 0. The singular
values are

0'1:\/5, 0'2:1

= &
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@ Right singular vectors (and orthonormal eigenvectors)

1 1_01 11
= —2|, vy = , Vg =
V6 | RZAR TVE |

@ Left singular vectors (and orthonormal eigenvectors)

A’Ul 1 [—1‘| A’U2 1 [11
ulzizi ’u2:7:7

o V2|1 o V2|1
e SVD
1 2
1
A_usvi_ |7y [V oo g
%5 L0 1o V2
i 3
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SVD FOR APPROXIMATION
Suppose A has rank 7 and SVD A = UXV 7T,

A=UxV"
:alulvlT—i-“'—i-aruwf
=A+---+A,

@ A is the sum of r matrices of rank 1

@ An image of size 1000 x 1000 can be compressed with a
rate of 90% when 50 terms are used

Data Compression with SVD
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http://slpl.cse.nsysu.edu.tw/cpchen/tmp/lily_svd.eps

THEOREM (PSEUDO-INVERSE* AND SVD)
Suppose A has SVD A =UXVT,

@ The pseudo inverse of A is
AT =vEtU”"

e For any b, the minimum-length least-squares solution to
Ax =bis
xm =A"b
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Figure 3.4: The true action Ax = A(¥roy -+ Xou) Of any m by n matrix.
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Minimum Principles*
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MINIMUM PRINCIPLE FOR SQUARE SYSTEM
Let A be positive definite. Consider Ax = b.
@ The system is non-singular

@ It can be solved by minimum principle: x is a solution of
Ax = b if and only if it minimizes

P(x) = ;QZTAZL' — b
Note
v (ccTAaz) =2Ax, V (CIITb) =b
so

VP(x)=Ax—b
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1

Pain = — 357471

«O» «F»r « > > QA "18/57

Figure 6.4: The graph of a positive quadratic P(x) is a parabolic bowl.
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MINIMUM PRINCIPLE FOR OVER-DETERMINED SYSTEM

Let Ax = b be an over-determined system of linear equations.
Such a system can be solved by minimum principle.

Specifically, the sum of squared errors as a function of x is
B() = || Az — b
= (Ax — b)"(Ax — b)
=x"ATAzx — 22" ATb + b"b
An x, that achieves the minimum of E(x) satisfies

VE(x) =0

r=x0

That is
ATAa:O —A"p
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DEFINITION (RAYLEIGH QUOTIENT)
Let A be a symmetric matrix. The Rayleigh quotient of A is

T
R(z) = !t Ax

zTx

e Let Q = gq4,...,q, be an orthonormal eigenbasis of A,
corresponding to eigenvalues \; < --- < A\,
e For any =} x;q;, we have

R(x) = "’;f‘:‘f _ (3 xiqi)iA (Tra)
(ra) ($na)
Xi: A\ix?

L
1
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THEOREM (EXTREMUM OF RAYLEIGH QUOTIENT)

Let A be a symmetric matrix and Q@ = {q,,...,q,} be or-
thonormal eigenbasis of A, corresponding to eigenvalues

A< <A

The global minimum of the Rayleigh quotient of A is )\,

The global maximum of the Rayleigh quotient of A is \,

The minimum X, is attained by q, (i.e. [xg] = {di1})

A1 = min R(x)

The maximum \,, is attained by q,, (i.e. [xo] = {din})

An = max R(x)
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DIAGONAL ELEMENTS AND EIGENVALUES
Let A be a symmetric matrix.

@ For a unit vector along coordinate axis, R(e;) = a;;
@ Thus a;; is bounded by eigenvalues

AL <a; <A\,

@ In the cases of all positive eigenvalues for A, we have
1 - 1 - 1
VA T Vas T VA

@ The intercept of ellipsoid 7 Az = 1 along a coordinate
axis is bounded
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ellipse xzTAz =1

VAVONY

1/,

axes of the ellipse.

o =

Figure 6.6: The farthest x = x;/ /21 and the closet x = x, / /A, both give xTAx = xTAx = 1. These are the major
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THEOREM (SADDLE POINTS OF RAYLEIGH QUOTIENT)

Let A be a symmetric matrix and Q = {qy,...,q,} be or-
thonormal eigenbasis of A, corresponding to eigenvalues

The eigenvectors q., . . ., q,,_, are saddle points of R(x).

Consider g, for example.
e If we move from g, along q,, R(x) decreases
e If we move from g, along g,, R(x) does not change

e If we move from g, along g5, R(x) increases
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THEOREM (RAYLEIGH QUOTIENT IN A HYPERPLANE)

Let A be a symmetric matrix with orthonormal eigenvectors
qy,---,q, and eigenvalues \y < --- < \,,.

Ay = max [min R(m)}

v zevl

Let v be a vector and consider R(x) in the subspace v=.

e Forv=gq,
Ay = min R(x)
weqf
e Given v, R(x) can be smaller as x can have component

along q,
A2 > min R(x)

revt
Thus
Ay = max [min R(w)}

rcvl

CHEN P PosITivE DEFINITE MATRIX




COROLLARY (RAYLEIGH QUOTIENT IN A SUBSPACE)

@ For the maximum in a hyperplane, we have

An—1 < max R(x)

revt

An—1 = min |max R(m)]
v |zevt
@ LetV be a subspace of dimension j. We have

Aj+1 = mgx | min R(w)}

Ap—j = min | max R(w)}
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THEOREM (INTERTWINING OF EIGENVALUES)

Let A be a real symmetric matrix and B be (n — 1) x (n — 1)
matrix formed by stripping the last row and column of A.

A (A) S A(B) < A(A) < X(B) < -+ < Aea(B) < A(A)

y

2 -1 0

-1 2 -1
0 -1 2
AM(A) =2— V2, M(A) =2, \3(A) =242
)\1(3) = ]_, )\Q(B) = 3

A:

[m] [ = =
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