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RANDOM VARIABLE TYPES

Let (2, F, P) be a probability model. A random variable defined on
() can be either discrete, continuous, or mixed.

m A discrete random variable has a discrete range, e.g.
{0,1,2,...}
m A continuous random variable has a continuous range, e.g.
(0,3), [0,3], [0,3), (0,3]

m A mixed random variable has a range which is the union of a
discrete set and a continuous set, e.g.

{0} U [5,10)
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EXAMPLE (‘oA 2 Lt AND A9 EA| 3

Continuous random variables (CRVs) arise naturally in scenarios
where the quantities take continuous values, e.g. time and space.

m Arrival times of meteorites

m Landing spots of paragliding
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DEFINITION (PROBABILITY DENSITY FUNCTION)

Let (2, F, P) be a probability model and X be a CRV defined on
Q with range X.
m Probability law over €) is converted to distribution of X over
X, which is specified by a probability density function (PDF)
m An interval (z,z+J) corresponds to an event (X € (z,z+9)).
Furthermore, the probability is given by
P(X € (z,x+0)) = fx(x) d+0(d)

~——
PDF of X
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SMALL-INTERVAL PROBABILITY
Let X be a CRV with PDF fx.

m P(X € (z,240)) = fx(x)d: the probability of a small interval
is proportional to its length and the proportional constant is
fx (@)

m Thus fx(z) is the probability per unit length (density) at

m Note fx(x)d is the area of the grey bar

A PDF fiy(x)

X x+é
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FINITE-INTERVAL PROBABILITY

Let X be a CRV. For any interval

L%
HXG@J»:/fﬂ@M L 1A
a

Event {a<X<b}

Partition the interval

n—1 —a
(X S (a, b)) = U (X S (xi,xiﬂ)), Ti=a-+1id, 6 = (b >
=0

Probability of small intervals

n—1 n—1
P(X € (a,b) =Y P(X € (s, xi41)) = > fx(:)d + 0(6)
1=0 1=0

As § — 0, the infinite sum is integration

mXemm»ZAUﬂ@m
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PDF PROPERTIES
Let X be a CRV with PDF fx.

m fx is non-negative
fx(x) =0

m fx is normalized

/_o:o fx(x)dx =1
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A uniform CRV with range (a, b) is denoted by
X ~ Uni(a,b)

The PDF of X is

1
fX(:L‘) _J)ra a<x<b
0, otherwise
£
PDF fy(x)
b-a S
a b X
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EXAMPLE (3.1 UNIFORM)

A wheel of fortune is uniform and continuously calibrated between
0 and 1. What is the PDF for the outcome of a spin?

Let X be the outcome of a spin. We have X ~ Uni(0,1). So the
PDF of X is
1, 0<zx<l1

0, otherwise

fx(x) = {
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DEFINITION (STEP FUNCTION)

The step function is defined by

u(x):{o, <0

1, z>0

Using step function, the PDF of X ~ Uni(0,1) is (except for one
point, which is OK for finite PDF)

fx(x) =u(x —0) —u(x —1)
More generally, the PDF of X ~ Uni(a,b) is

fx(@) = (e~ a) — u(z - b))
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EXAMPLE (3.2 PIECE-WISE UNIFORM)

Alvin's driving time to work is uniform in 15-20 minutes (resp. 20—
25) in a sunny day (resp. rainy day). Assume that a day is sunny
with probability % and rainy with probability % What is the PDF
of the driving time X7

The PDF of X are constants in the intervals (15, 20) and (20, 25)
fx(x) =c1(u(z —15) — u(z — 20)) + co(u(z — 20) — u(z — 25))

To decide ¢1 and ¢3, we note P(sunny) = P(X € (15,20)) = 2 and
P(rainy) = P(X € (20,25)) = 5. Thus

20
2 2 PDF fy(x)
- = cide = c1 = — € —
3 15 cq
15 [ €3
25
1 d 1 i
- = cdxr = co = — a a a a X
3 15 1 2 3 4
20
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An exponential random variable with parameter A has PDF

e >0

fx(x) = e Mu(z) = {

0, <0
Examples
A
A Small 4 Large A
ol X ol X
It is denoted by
X ~ Exp(\)
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Expectation and Variance

[m] = =
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DEFINITION (CONTINUOUS EXPECTATION)

Let X be a CRV with PDF fx. The expectation of X is

E[X] = /:cfx(:c)dx

Expectation of a function of CRV

Ely(X)] = [ g(o)/x(@)do
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DEFINITION (VARIANCE AND MOMENTS)

Let X be a CRV with PDF fx.

m The variance of X is
var(X) = E[(X — E[X])?]

m For n € N, the nth moment of X is

E[X"] = / 2 fx (z)dz

_ / 22 fx (2)de — 2E[X] / zfx()dz + E*[X]
—E [Xﬂ — E?[X]
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EXAMPLE (3.4 UNIFORM EXPECTATION AND VARIANCE)

Consider X ~ Uni(a, b).
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EXAMPLE (EXPONENTIAL EXPECTATION AND VARIANCE)

Consider T' ~ Exp(X).

E[T] = /th(t)dt

1 e (=
=(—-——e
1
A
&= =
E[Tz] :/ £2 xe~ Ay —t2e‘“|°°—/ (—2te"“) dt
0
0 0
2 [T 2
=2 t ()\e_)‘t) dt = —
X 22
0
2
1 1
var(T =E[T2]—E2T _ 2 _(ry L
@) El=m-(3) =3
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The time until a small meteorite first lands anywhere in the Sahara
desert is modeled as 7' ~ Exp(\) with a mean of 10 days. The
time is currently midnight. What is the probability that the first
meteorite lands between 6 am and 6 pm of the first day?

We have 1 1
ETl===10 = \= —
7] A 10
Thus s
1 3 1
Pl-<T<-|= t)dt
(4 4> %fT()
3
:/1 Ae Mt
i
3
:—e*)‘tf
i
_ 1 _3
= e 40 — e 40
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Let X be a CRV. We have

EjaX + b =aE[X]+ b

var(aX +b) = a’var(X)

They are the same results as the discrete case.
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Cumulative Distribution Function

[m] = =
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DEFINITION (CUMULATIVE DISTRIBUTION FUNCTION)

Let (2, F, P) be a probability model and X be a random variable
defined on 2 with range X.

m The cumulative distribution function of X is defined by
Fx(z) = P(X <«x)
——
CDF of X

m Fx(x) fully specifies the distribution of X
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CDF anD PMF

Let X be a DRV with CDF Fx and PMF px.

m Fx is the accumulation of px

Fx(l‘) =

m px is the difference of Fx

px(zr) = Fx(vr) — Fx(2r-1)

Z px (;)

r;<x

PMF px{(x)

Py(2) [~
|
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CDF Fy(x)

If-—""""-- ——
0x(2)

o1 2 3 4 X

CDF Fy(x)
L —
0 X
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CDF anD PDF
Let X be a CRV with CDF Fx and PDF fx.

m Fx is the integration of fx

Fx(z) = /_ ‘; Fx(t)dt

m fx is the differentiation of F'x

dFx (z)

fx(@) = dz

PDF fx(x)

1 Areal

S (x-a)?
(b-a?
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ExampLE (CDF)

= X ~ Uni(a,b)
. 0, r<a
Fx(@) = [ fxd={=2, a<a<b
- 1, z>Db
= X ~ Exp())
<0
/ fx (@) {1—6 “’”, x>0
= X ~ Geo(p)
L]
0 r <1
;gz::l 1-(1-pll, z>1
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CDF PROPERTIES

For any random variable X, its CDF Fx has the following properties.

m Non-decreasing

(X<z1) C (X<z2)

I S i) Fx(:l?l) €FX($2)

m Bounded
0< Fx(x)<1

m Limit values

lim Fx(z)=P(X < —-00)=0

T——00

lim Fx(z) = P(X < o0) =

T—00
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INVERSE FUNCTION METHOD

m Let X be CRV with CDF Fx(x). Consider Y = Fx(X). We
have 0 <Y <1 and the CDF of Y is

Il
o)

(Y <y) = P(Fx(X) <)
(Fx ( (X < Fx'()
(

Therefore, Y ~ Uni(0, 1).

m Let U ~ Uni(0,1). Since Fx(X) and U have the same PDF, X
and Fi' (U) have the same PDF. For example, let X ~ Exp()\)
with Fx(z) =1 — e . We have

FR'(U) = — Toa(1 ~ U) ~ Exp(3)
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ExamMPLE (3.6 Maximum CDF)

Let final score X be the maximum of independent scores X1, Xo, X3
with X; ~ Uni[1,10]. Find the PMF of X.

We derive PMF from CDF. Consider (X < t). Since (X < t) =
(X1 < t) N (XQ < t) N (Xg < t), we have

P(X <t)=P((X; <t)N (X2 <N (X5 < 1)
— P(X1 < 1) P(Xs < 1) P(X3 <1)

At k=1,...,10 the values of the CDF of X are

3
Fx (k) = Fx, (k) Fx, (k) Fx;(k) = (1%)

At k=1,...,10, the values of the PMF of X are
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GEOMETRIC AND EXPONENTIAL
Consider N ~ Geo(p), W = Né and T' ~ Exp(\).

m The CDF of N is

Fy(t)=1-(1-p

m The CDF of W is

m The CDF of T is

Fr(z)=1- e M=1— (e*)“s)%

m If \,p, 0 are related by 1 — p = e~ *, then

Fr(z) =~ Fy(x)
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Exponential CDF 1 - X

<y

Geometric CDF

1-(1-p) " withp=1-¢*?

[m] = =
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Normal Random Variables

o &
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DEFINITION (NORMAL RANDOM VARIABLE)

A Normal (a.k.a. Gaussian) random variable with parameters p and
o2 has PDF

1 _e=w?
fx(l’) = [ 202
2o
This is denoted by
2 g N(:uv 02) )
Normal PDF f,(x) Normal CDF Fy{(x)

AN
=1

=

[T S
N
w
>
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NORMAL PROPERTIES

m Consider X ~ N (u,%). The mean and variance of X are
E[X] =u
var(X) = o?
m Let X be a CRV with PDF fx(z) such that
Fx(2) e—a2x2+bx

Then
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DEFINITION (STANDARD NORMAL)
The random variable Y ~ A/ (0,1) is called a standard Normal.

m The PDF of Y (a standard Normal) is

1
fY(y) - \/ﬁ
m The CDF of Y is denoted by ®

vl
FY(?J):/_ Wors 2/zﬂlZ:‘I’(y)

2
e~V /2

Standard Normal PDF Standard Normal CDF
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STANDARD NORMAL TABLE

A standard Normal table stores CDF values of a standard Normal.

Frequently referenced values of ¢ are

®(0) = 0.5000

®(1) = 0.8413 (1 standard deviation)
®(2) = 0.9772 (2 standard deviations)
®(3) = 0.9987 (3 standard deviations)
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ONE-SIDED TABLE

The CDF value of a negative argument is related to the value of a
positive argument by

" f22dz+ [ f2(2)dz
- :
= _O:sz(z)dz
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TABLE LOOKUP

Consider X ~ N(p,0?%). The CDF values of X can be looked up
in standard Normal table.

mY = % is a standard normal

m We have equivalent events

(ng):(x(;ugx;u>

(v==5)

P(X<x):P<Y<x_M)

()
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EXAMPLE (3.7 NORMAL)

The yearly snowfall at Mountain Rainier is modeled as a Normal
random variable with a mean of 60 inches and a standard deviation
of 20 inches. What is the probability that this year's snowfall will
be at least 80 inches?

Let X be the snowfall this year. We have

P(X >80)=1-P(X < 80)
X — _
:1P( 60 _ 80 60)

20 20
=1- (1)

=1-0.8413

= 0.1587
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EXAMPLE (3.8 NORMAL NOISE)

A binary message is transmitted as a signal S, which is either —1
or +1. The channel corrupts the transmission by an additive noise
N ~ N(0,02). The receiver receives Y = S + N and decides that
S =—1(resp. S=+1)ifY <0 (resp. ¥ > 0). What is the

probability of error in transmission?

noise N

Normal zero-mean
with variance o2 *

Noisy Channel

Signal

S=+1or-1

Region of error
whena-1is
transmitted

+1IfN+S>0

Receiver
S

-1if N+ §<0

N +

Region of error
when a +1is
transmitted

CHIA-PING CHEN
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The error event is E = {transmitted signal # decided signal}. The
total probability of E with partition ((S = +1),(S = —1)) is

P(E)=PEN(S=1)+PEN(S=-1))
=PE|S=1)P(S=1)+PE|S=-1)P(S=-1)
=PY <0|S=1)PS=1)+PY >0]|S=-1)P(S=-1)

=P(N<-1)P(S=1)+P(N >1)P(S=-1)

= P(N > 1)(P(S=1)+P(S = -1))

P(N >1)

1-P(N<1)

:1—P(NO< 10)

g g

e
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Multiple Random Variables

[m] = =
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DEFINITION (JOINT PROBABILITY DENSITY FUNCTION)
Let (92, F, P) be probability model and X, Y be CRVs defined on 2
with ranges X and ).
m The distribution of X and Y over X x ) can be specified by a
joint probability density function (joint PDF)
m It is such that

P(X € (z,2+0;) NY € (y,y+3y))
= Jfxv(z,y) 620y + 0(d20y)
———
joint PDF of X and Y
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SMALL-REGION PROBABILITY

Let X and Y be CRVs with joint PDF fxy.
m P(X € (z,0+6:) NY €(y,y+y)) = fxv(z,y)dzdy

m The probability of a small rectangle is proportional to its area,
and the proportional constant is fxy (x,y)

m fxy is probability density

FINITE-REGION PROBABILITY

Let X and Y be CRVs with joint PDF fxy. For any region S C R?,
the probability of (X,Y’) € S is the integral of fxy over S. That is

P((X,Y)eS) = //S fxv(z,y)dzdy
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JOINT PDF TO MARGINAL PDF
Let X and Y be CRVs with joint PDF fxy. We have

fx@) = [ fxv(@ydy
fr(y) =/fxy($,y)dl’

From (X € (2,2 4+ 0)) = (X € (2,2 + 8)) N (Y € (—00,00))

P(X € (z,x+9)) = /xm+5/fxy(:):,y)dxdy
B /:H (/ fXY(%y)dy) dx

(@) +o0) = ( [ Fevep)dy) 5+ o)
= fx(z) :/ny(x,y)dy

Thus
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EXAMPLE (3.9 JoiNT PDF)

Recall the example about Romeo and Juliet in Chapter 1. Let X
and Y be their delays for the date. What is fxy?

The probability density is constant over X x ). That is

¢, f0<zx<landl<y<l1

Ixy(z,y) = {

0, otherwise

The constant c is determined by normalization

//fXY(w,y)dwdyz/ol/olcdxdy:1

soc=1.
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ExaMPLE (3.10 JoinT PDF TO

Suppose the distribution of X
and Y is uniform over S and is
zero outside S. That is

c, if(z,y)es
0, otherwise

fxy (2, y) = {

Determine ¢ and the PDF fx.

MARGINAL PDF)

/ Ixy(z,y)dxdy =1

fx(@) = [ fxv (@ )y

CHIA-PING CHEN

1
= 4c=1 = c= -
C 04

3, ifl<z<2
=1{3, if2<z<3
0, otherwise

CONTINUOUS RANDOM VARIABLES




EXAMPLE (3.11 BUFFON’S NEEDLE)

A surface is ruled with parallel lines separated by distance d. A
needle of length | < d is dropped on the surface. What is the
probability that the needle crosses a line?

Specific position of the needle can be represented by x and 6, where
z is the distance to the closest line from center and 6 is the acute
angle between needle and line. The needle crosses a line if o= < %
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Random position of the needle can be represented by random vari-
ables X and ©. Assume uniform joint PDF

4 d
fxe(z,0) = —, 0<z <3 0<0<§
Consider A = {needle crosses a line} = (X < Lsin @). The prob-
ability is
l
P(A)=P (X < 2sin@>

_ / / fxo(z,0)dxdd
x<l sin 6

= sin 6 4
/ / —dazd@

2
7?; [ sin 0df
2

T nd
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Conditional Probability Models

[m] = =
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DEFINITION (CONDITIONAL PROBABILITY DENSITY FUNCTION)

Let (2, F, P) be a probability model, X be a CRV defined on 2
with range X, and A € F have non-zero probability. Conditional on
A, the distribution of X can be specified by a conditional probability
density function, such that

conditional PDF

—
P(X € (z,z+9)|A) = fxjalz) d+0(0)

For a finite interval (I,u), we have

P(X € (L) |4) = [ Friala)de
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PDF CONDITIONAL ON X € (a,b)

Consider A = (X € (a,b)). The conditional PDF of X is

fx(z) ifa<z<bd

_ ) P(Xe(ap)’
:L‘ pr—
fXIXE(avb)( ) {0’ otherwise

P(X € (z,z+d)NX € (a,b))

P(X € (z,2+9)| X € (a,b)) = P(X € (a,b))

The numerator is 0 if x ¢ (a,b). For x € (a,b)

; (s PEE@z+8) _  Ix(@)s
X|X€e(ap)(T)0 = P(X € (a,b))  P(X € (a,b))
= [x|Xe(an) () = P(Xfxe(ab))
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Fxia(X) fx(x)
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EXAMPLE (3.13 CoNDITIONAL PDF)

The time 7" until a new light bulb burns out is an exponential random
variable with parameter \. Alice turns the light on, leaves the room,
and when she returns, ¢ time units later, finds that the light bulb is
still on. Let X be the additional time for the light bulb to burn out.
What is the PDF of X7

Consider X = T — t conditional on (7' > t). For 7 > 0

frit+7) e AT

Ixirse(T) = frirsi(t+7) = P(T > 1) Y

=X M
Note a used bulb has the same PDF as a new bulb
Ixir>i(m) = fr(7)
This is the memoryless property of exponential random variables.
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DEFINITION (CONDITIONAL PDF wiTH 2 CRVS)

Let (2, F, P) be a probability model and X,Y be CRVs defined on
Q with joint PDF fxy. The conditional PDF of X given Y =y is

Ixy(z,y)

fxy(zly) = 0

————
conditional PDF

Note that conditional PDF can be obtained from joint PDF
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RULES FOR JOINT/MARGINAL/CONDITIONAL PDF's

Let X and Y be CRVs.

m Factorization

fxy(z,y) = fx(2)fy)x(y|z)
fxy(z,y) = fr (y) fxy (=ly)

m Marginalization

/fxywyd% fr(y /fXYﬂCy

= Bayes
Fty (aly) = XD vix@lo)
T T ) frx Gl da
frix(yle) = fr (@) fxiy (2]y)

T Iy W) xy (ely')dy'
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EXAMPLE (CONDITIONAL PDF)

Assume uniform distribu-
. y
tion over S 4 ' fxY(XI3.5)
1 3 |E\I:| " fayix2s) X
—_____&
— 2 1 Hayix1s) X
e — X
fXY(l':Z/) 4 ) *‘:l—.‘ — -
1 2 3
F|nd fx|y

Consider 1 < y < 2 (similarly for other intervals).

_ fxv(@y) o fxv(@y) =u(x—1) —u(x —
Pxiv(ely) = ) [ fxy(zy)de =) ~ulz=2)

Thus
u(z —1) —u(z —2), I<y<?2
Ixy(zly) = %(u(m —1)—u(z—-3)), 2<y<3
u(x —1) —u(x — 2), 3<y<4
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TOTAL PROBABILITY THEOREM

Let X be a CRV and (Ay,...,A,) be a partition of (2.

Fx(@) =Y P(A) fx)a,(x)
=1

Apply total probability theorem to event X € (z,x + 4).
P(X € (z,x+9)) = ZP(X € (z,x+0)NA)
:ZP )P(X € (x,x+0)| A4))
= fx(x)0 + o(0 ZP ) (fx)4, (%) + 0(0))

= fx(x ZP i) fx|4,(7)
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ExXAMPLE (3.14 TPT)

Trains arrive at a station every quarter. Every morning, Yu walks
in the station between 7:10 and 7:30, with all times equally likely.
What is the PDF of the waiting time for a train to arrive?

Let X be the time elapsed from 7:10 to the walk-in time and Y be
the waiting time. We have fx(z) = %(u(w —0) —u(z — 20)).

fx(x) fyaW)
/5 —‘
[7:10 715 730 x 5 y
(a) (b)
fyig(y) , y)
110
115 —\ 120
15 5 15
© y @ y
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Define A = {catch 7:15 train} and B = {catch 7:30 train}.

P(4) = PO <X <5)= 1, frialy) = §(uly) — uly ~5)

L (u(y) - u(y - 15))

P(B):P(5<X<20):% fY|B(y):E

By total probability theorem

fy(y) = P(A) fy1aly) + P(B) fy|5(y)
= 1 2 uly) —uly — ) + - g (uly) — uly — 15))

= () —uly —5) + 5
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EXAMPLE (3.15 JoINT PDF TO CONDITIONAL PDF)

Ivan throws a dart at a circular
target of radius r. We assume
that he always hits the target,
and that all points of impact are

equally likely. Let (X,Y) be the \

X

random point of impact. What is
the conditional PDF fxy?

>
%

The joint PDF is uniform fyy (z,y) = (7r?)~! for 2% + y? < r2.
vri-y? 2./r2 — y2
fr(y) = /fXY($ay)dilf = —dy ==,
— /7'2ny wr wr
fXY(xvy) o 1
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ExAMPLE (3.16 CoNDITIONAL PDF 1O joINT PDF)

The speed of a vehicle that drives past a police radar is modeled
as an exponential random variable X with mean 50 miles per hour
(A= 50) The police radar's measurement Y of the vehicle's speed
has an error which is modeled as a Normal random variable with
zero mean and standard deviation equal to one tenth of the vehicle's
speed. What is the joint PDF of X and Y7

By factorization (multiplication rule)

fxy(z,y) = fX(x)fY\X@/‘x)

_ (y—z)i
(et (ﬁl() () )
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DEFINITION (CONDITIONAL EXPECTATION)

A conditional expectation of X is the expectation of X with respect
to a conditional model of X.

m The expectation of X conditional on A is
EX|4) = [ o fxia(@)do
m Let Y be CRV. The expectation of X conditional on Y =y is
BXIY = y] = [ o fxpy(aly)da
m Define the conditional expectation of X given Y

E[X|Y] = g(Y) where g(y) = E[X[Y =]
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TOTAL EXPECTATION THEOREM
Let (2, F, P) be probability model and X be CRV defined on €.
m Let A; € F and (4y,...,A,) be a partition of 2. Then

BIX] = 3 P(4)BX|Al

m Let Y be CRV. Then
BIEX|Y]) = [ ou)fy (4)dy
— [EXY = 4] Sy (w)dy

= //fo\Y(ﬂfly)fy(y)dxdy

= //xfxyy(x,y)da;dy
~ B[x]

— = = = = AT
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EXAMPLE (3.17 TOTAL EXPECTATION)

)
Find E[X] and var(X) via the ois
partition (A, A¢), where

13

A=(0<X<1)

1 2 5
11 23 7
E[X] = P(A)E[X|A] + P(A9)E[X|A = - -+ 25 =~
[X] = P(AEX]A] + PAAIEX|AT] = 2 o+ 2 5 = ¢
11 27 15
2| 2 c 2 ge] 4+ 40 19
E[X°] = P(A)B [X*|A] + P(AOB [X*|A] = s o+ S 5=
CTwol w1549 11
var(X)_E[X]—E[X]_E_%_%
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DEFINITION (INDEPENDENT RANDOM \r"AR,IABLES)

Let (Q2, F, P) be probability model and X and Y be CRVs defined
on . X and Y are said to be independent if

fxv(z,y) = fx(x) fy(y)

m The independence of X and Y is denoted by X I Y
m For X 1LY, we have

Ixiy(zly) = fx(z)

and

fY\X(Z/|fL‘) = fy(y)
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Bayes Rule

D g6/74

u]
‘ b}
1
n
[Tl



GIVEN CRV CONDITIONAL ON CRV

Let (2, F, P) be probability model and X and Y be CRVs defined
on €. Let the PDF of X be fx and the conditional PDF of Y given

X be fY|X
m Factorization. The joint PDF of X and Y is

Ixy(z,y) = fx(x) fyx (ylz)
m Marginalization. The PDF of Y is
v) = [ fxtlo)fx@)de

m Bayes rule. The conditional PDF of X given Y is

fx(z )fY|X(y|33)
[ Ix (@) fyx (yla)dx

xy (zly) =
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EXAMPLE (3.19 BAYES RULE)

Assume a light bulb has a lifetime Y ~ Exp(\). Since X is unknown,
we initially assume X is drawn from Uni (1, %) We test a light bulb
and record its lifetime y. How can we update the uncertainty on A?

We have 2 dependent random variables A and Y with joint PDF
fay (A y) = fa(N) fyia(yld)
By Bayes rule, the conditional PDF of A is
SaN) fya(yA)
fay(Aly) = 7 | YN
J FAN) fya(y|V)dA
B 2 (u()\ —1)—u ()\ - %)) e
- 3
J2 2N e NvdN
Note that the updated PDF of A depends on y

Fa (17 12) > fapy (3_ ]2) s fay <1+ | ;) < fary (3_ 1>

2’5
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GIVEN CRV CONDITIONAL ON DRV

Let Y be CRV and S be DRV. Let the PMF of S be pg and the
conditional PDF of Y given S be fy/s.

m Factorization. The joint probability of S and Y is

fsy(s,9) = ps(s) fr|s(yls)
m Marginalization. The PDF of Y is

Zps s)fyis(yls)

m Bayes rule. The conditional PMF of S given Y is

p(sly) = 18 __ps(frisls)
S|y (S frv)  Tps(s)frisls)
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EXAMPLE (3.20 BAYES RULE)

A signal S with P(S =1) =pand P(S = —1) =1 —p is transmit-
ted, and received as Y = S + N, where N ~ N (0,1). What is the
probability of (S =1) given (Y = y)?

By Bayes rule

ps(1) fys(yll)
ps(1) fy1s(yl1) + ps(=1) fyis(y| — 1)
P12

p e D2 4 (1 - p) e (WHD?/2

psyy (Ly) =

_ pe?
© peY + (1 —p)e v
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GIVEN DRV CONDITIONAL ON CRV

Let © be CRV and N be DRV. Let the PDF of © be fg and the
conditional PMF of N given © be pyje.

m Factorization. The joint probability of NV and © is
fye(n,0) = pyje(n|f)fo(6)

m Marginalization. The PMF of N is
pv(n) = [ prjo(nl6)fo(6)d9

m Bayes rule. The conditional PDF of © given NV is

fne(n,0) _ pnje(n]0)fe(6)
pn(n) I pnje(n]f) fo(07)do’

foin(0n) =
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SUMMARY 1

PDF
P(X € (z,x+9)) =~ fx(x)d

Common CRVs

Uni(a,b), Exp(\), N(u,0?)

CDF

Joint PDF

P(X € (z,24+0,)NY € (y,y+9y)) = fxy(z,y)00y
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SUMMARY 2

Factorization

Ixy(@,y) = fr @) fxy (@ly) = fx(@) fyx(y|z)

Marginalization

fx(z) = /ny(:c, y)dy

Bayes rule
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SUMMARY 3

Total probability

ZP i) fxa(x

)= / Fxctv (@) r )y

Total expectation
E[X] = ZP ) E[X|Aj]

E[X] = [ [(X1Y]]
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