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DERIVED DISTRIBUTION
COVARIANCE AND CORRELATION
CONDITIONAL EXPECTATION
MOMENT GENERATING FUNCTION

2-STEP METHOD

Let X be CRV. Consider Y = g(X) where g(-) is differentiable. The
distribution of Y can be derived.

m Equivalent events in terms of X and Y

(Y <y)=(g(X) <y) =JUily) <X <uly))
= P(Y <y) =} P(X <ui(y) - P(X <li(y))

m Find CDF and PDF
ZFX uz Fx(l ( ))

= frly) = d = 3 I )dv) ~ Lx 6
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EXAMPLE (4.1 2-STEP METHOD)

Let X be Uni(0,1) and Y = v/ X. Derive fy.

The range of Y is ) = (0,1). For y € ), we have equivalent events
(Y <y)= (\/»<y):(X§y2),and

P(Y <y) =P (X <¢’) = Fx(v’) =9’

Thus
y<0

0,
Fy(y)=qv° 0<y<l

1 y>1
2y, O<yx1
0, otherwise

= fr(y) = cZ;FY(y) = {
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EXAMPLE (4.2 2-STEP METHOD)

Scott is biking from Seattle to Portland, a distance of 180 miles, at
a constant speed which is uniformly distributed between 30 and 60
miles per hour. Derive the PDF of the duration of the trip.

Let X ~ Uni(30,60) and Y = 122 be duration. For y € Y = (3,6)

e = (i s)=(r2 )= (x <)

= P(ng):l—P(X 180)_1_FX(180)

Y Y
1 /1
:1_(80_30): 9
30\ y Yy
Thus
d 8, 3<y<6
= [ —v

) dy v () {0, otherwise
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EXAMPLE (4.3 2-STEP METHOD)

Let X be a CRV and Y = X2. Derive fy from fx.

For y <0, we have P(Y <y) =0. Fory >0
(Y <y) = (X <y) = (X <vH) = (VI < X <)

PY<y)=P(—/y<X<y)=PX<y)-PX <y
= Fy(y) = Fx (Vy) — Fx (=)
Thus

0, otherwise
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Let X be a CRV and Y = aX + b. We have

fr(y) = a |fX< b)

Case: a >0
P(ng):P(aXergy):P(Xgy;b>
= Fy(y) = FX( ;b) = fY(y):ifX(y;b>
Case: a <0
y—2>b
P(ng):P(aX+b§y):P<X2 - )

iFY()—l—FX( ;b> éfY(y)——fX( b)
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EXAMPLE (SCALED EXPONENTIAL)

Let X be Exp(A\) and Y = aX where @ > 0. Then

A
Y ~ Exp <E>

The PDF of Y = aX + b is related to the PDF of X by
—b
fro) = ot ()

|al

Here b = 0 and fx(z) = Ae *u(x), so
frto) = 20 (£) = a0 (1) = 2e Gy

a

Y ~ Exp <)\>
a
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EXAMPLE (LINEAR FUNCTION OF NORMAL)

Let X ~ N(u,0?%) and Y =aX +b. The PDF of YV is

fry) = ifX (y — b)

|a| a
(1520
= i—l e‘ﬁr)
la| V2ro
1 _ (y=(aptb))®
= 2a40

—e
V2m|a|o

That is
Y ~ N(ap +b,a’c?)
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MONOTONE FUNCTION

Let X be CRV. Consider Y = g(X) where g(-) is strictly monotone
and differentiable over range X.

m From X and g(-), we can decide range )
m Jh() such that y = g(z) iff 2 = h(y) forz € X and y € Y
m For y € ), the PDF of Y is

fr(y) = fx(h(y)) W (y)]
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CDF ARGUMENT

— sy x Thy) — o x
Event{X< h(Y)} Event{X >h(V)}
Case: g(z) increasing Case: g(x) decreasing
(Y <y) = (X < h(y)) (Y <9) = (X > h(y) = (X < h(y)°
h(y) h(y)
= Fy(y) = / fx (z)dz = Fy(y) =1- / fx (@)dz
= fy () = fx (h(¥)h' (v) = fy (y) = —fx (h(y)h'(y)
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PDF ARGUMENT

dg
slope d—x(x)

y

\ g(x)

Ly, y+62]
1

[X, x+64]

(Y € [y, y+62]) = (X € &,z + 61]) = fy (¥)62 + 0(62) = fx (2)61 + 0(61)
fyw) &1 (52)—1 B (@(z))‘l
= == = — = =
fx(z) o2 51 dz

= iy @ = fx@ (¢@) 7 = rx k@) (M @)

CHIA-PING CHEN FURTHER ToPICS ON RANDOM VARIABLES



DERIVED DISTRIBUTION
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EXAMPLE (4.2 AGAIN)

Duration Y = 18 = ¢(X) is monotone over X = (30,60) with
inverse h(y) = %. For y € (3,6), we have

fr () = fx(h(y)) |1 (y)|

S|l Rl Bl Bl =

v

This is consistent with what we found earlier by the 2-step method.

CHIA-PING CHEN FURTHER ToPICS ON RANDOM VARIABLES



DERIVED DISTRIBUTION
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Let X be Uni(0,1) and Y = X2. Derive fy.

Function Y = X2 = g(X) is monotone over X = (0, 1) with inverse
h(y) = \/y. For y € (0,1), we have

fr () = fx(h(y) W (y)|
1
= (u(y/y—0) —U(\/ﬂ—l))m
25
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MULTI-VARIATE FUNCTION

Let X and Y be CRVs. Consider Z = g(X,Y) where g(-,-) is
differentiable. The distribution of Z can be derived.

The CDF of Z is

P(Z <z)=P(X,Y) <z) = P(X,Y) € {(z,y) | g(x,y) < 2})

Defining region R, = {(z,y) | g(x,y) < z}, we have
P(Z<2)=P(XY) € R = [[ frviay)dedy

R, depends on z. It is on one side of g(x,y) = z.
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EXAMPLE (4.7 2-STEP METHOD)

The distance of a shot off the center of a target is Uni(0,1). For 2
shots, derive the PDF of the distance of the losing shot.

Let X and Y be the shot distances. Then Z = max(X,Y) is the
distance of the losing shot. For z € [0, 1], we have

RZ = {(:Ii,y)| max(x,y) S Z}

R, is a square with side z, so
P(Z < 2) / fxy (x,y) dedy = 22

Thus

fz(2) =

dFz(z) J22, 0<2<1
dz

0, otherwise
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EXAMPLE (4.8 2-STEP METHOD)

Let X and Y be independent Uni(0, 1). Derive the PDF of Z = ¥..

For z < 0, we have P(Z < z) = 0.

R. = {(w)\ (%) sZ} = {(@, ) |y < 2z}

Note R is on the right side of the line y = za. With R, we have

FZ(Z)=P(ZSZ)=// fxy (z,y) dedy
R

z

For z > 0, we have

There are 2 cases to consider (next page).
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1
4 z
1
Slope z
|t
“ Sopez\
0 10X [
Case: 0 <2< 1

1 zx 1
P(ZSZ):/ / 1dydz = zzdzzg
0 0 0
Case: z > 1 ) ) |
P(ZSZ):/ / ldxdy = (
o JY 0
Combining both cases, we have

fz(2)

1
dFy(2) 21, 0<z<1
= d— = 2 z>1
& 0, otherwise
=} = DA 20/80
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EXAMPLE (4.9 2-STEP METHOD)

Let X and Y be independent exponential random variables with the
same parameter A, and Z = X — Y. Derive the PDF of Z.

y } Linex-y=z y | Linex-y=z

For any z, we have
R: ={(z,y) |z —y < 2}

Note R is on the left side of the line x — y = z (opposite the shaded region). With R, we have
Fz(z) =P(Z < z) = // fxy(z,y) dzdy
RZ

There are 2 cases to consider (next page).
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Case: z > 0

o
O
I
ﬁ
H
+
<

Case: z < 0

oo oo oo
:/ )\e_kz/ /\e_)‘ydydw:/ e AT AE=2) gy
0 T—z 0
oo
e)\z/ )\e—k(2z)dz — le)\z
2
0

For both cases, we have

fz(2)

_ Wz A
dz 2
=} & = DAt 22/80
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SuMm
mLlet X and Y be DRVsand Z =X + Y. The PMF of Z is

Z px(z pY|X z — z|z)
reX

mlet X and Y be CRVsand W = X + Y. The PDF of W is

~ [ £x@fyx(w = alz) do
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Case: DRV

TEX

= U((X:z)“(x+yzz))

(Z=2)=X+Y=2= (U(sz)> NX+Y =2

TEX

= PZ(z)=P<

U((X=2)0<X+Y=Z))

TEX )
:ZP((X:z)n(X+Y:z))
TEX

=ZP((X=Z)F'(Y=27X))

rEX

rEX

:ZP(Xzz)P(Yzz—)ﬂX:z)

= pr(w)py|x(z — 2o

«O>» «Fr «E>» <« DA 24/80



Case: CRV. Note P(W € (w,w + §)) = P((X,Y) in the shaded strip).

oo w+d—x
fW(w)5=/ / fxv(z,y) dy dz

oo w—xz+8
=/ / Ix (@) fy | x (ylz) dy d=
=/ Ix (@) fy | x (w—z|z)ddx

= fW(w)=/ Ix @) fy|x(w — z|z) dz
B «O0» «F»r « 3 Q¥ 25/80

a
it



DERIVED DISTRIBUTION
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INDEPENDENT SUM

m Let X and Y be independent DRVs and Z = X + Y. The
PMF of Z is

=> px(@)py(z — 2)

reX

m Let X and Y be independent CRVs and W = X + Y. The
PDF of W is

— [ fxfr(w -ty

CHIA-PING CHEN FURTHER ToPICS ON RANDOM VARIABLES



DERIVED DISTRIBUTION

COVARIANCE AND CORRELATION
CONDITIONAL EXPECTATION
MOMENT GENERATING FUNCTION

JONVOLUTION

DIAGRAM

It)
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EXAMPLE (4.10 UNIFORM CONVOLUTION)

Let X,Y be independent Uni(0,1). Find the PDF of Z = X 4+ Y.

2(2) :/fX(a:)fy(z—x) do
:/Dl(u(z—x)—u((z—a;)—l))dx
:/Ol(u(x—(z—l))—u($—z))dz

z, 0<z<1
=1¢2—2z 1<z<2
0, otherwise

Note fz(z) can be found via R, = {(z,y) |z +y < z}.
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EXAMPLE (4.11 NORMAL CONVOLUTION)

Let X ~ N(ux,0%) and Y ~ N(puy,o?) be independent. Find
the PDF of Z =X +Y.

fz(z) = /fx(z)fy(z —z)dx

_@onx)?  (zmwopy)?
1 2 2
:/ S 20% e 29y dx

2o x oy

It can be shown that f (z) is exponential with a (negative) quadratic exponent, so Z is Normal. Since

E[Z] = E[X]+ E[Y] = px + py
var(Z) = var(X) +var(Y) = 17%( + g%,

we have 5 5
Z~N(px +uy,ox +oy)
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Let X and Y be independent CRVs. The PDF of Z =X —Y is

f2) = [ Ix@fve—a)de = [ fx@fr(o—2)do

Consider independent X ~ Exp(\) and Y ~ Exp()\), and Z =
X-Y.
fz(z) = /fX(J»‘)fY(iU —z)dz

= / e A2y (1 — 2) da
0

oo
— )\26)\2’/ e—2>\1‘ dx
max(0,z)

A A2l
26
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DEFINITION (COVARIANCE AND CORRELATION)

Let X and Y be random variables.
m The covariance of X and Y is defined by

cov(X,Y) = E[(X — E[X])(Y - E[Y])]

m The correlation coefficient of X and Y is defined by

. cov(X,Y)
Corr(X, ) = Vvar(X)/var(Y)

Corr(X,Y) is also denoted by pxy.
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PROPERTIES
Let X and Y be random variables.

cov(X,Y) = E[XY] — E[X]E[Y]
cov(X,Y) =cov(Y, X)

cov(X,aY +b) =a cov(X,Y)

cov(X,Y +Z)=cov(X,Y) + cov(X, Z)

—1<Corr(X,Y) <1
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EXAMPLE (4.13)

Let X and Y be DRVs. The joint PMF of X and Y has value

1 on points (1,0), (0,1), (—1,0), (0, —1). Compute cov(X,Y) and

Corr(X,Y).

® (0,1)

(-1,0) (1,0 X

¢ (0-1)
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COVARIANCE AND CORRELATION
CONDITIONAL EXPECTATION
MOMENT GENERATING FUNCTION

SUM VARIANCE

Let X and Y be random variables. Then

var(X +Y) =var(X) +var(Y) +2cov(X,Y)

More generally, let X7, ..., X, be random variables. Then
n n n n
var [ DX | =) var(X;) +2) 0 ) cov(X;, X;)
i=1 i=1 i=1 j=i+1
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There are n persons, each with a hat. They put their hats in a box
and then each retrieves a hat. Let H be the number of persons who
retrieve own hats. Find the variance of H.

Let X; be the indicator for person 7 retrieving own hat. Note H =
X1+ -+ X, so var(H) consists of terms of the variances and
covariances of X;'s.
m To find the variance of X;, we need E[X;] and E[X?], which
depends on P(X; = 1)
m To find the covariance of X; and X, we need E[X;Xj], which
dependson P(X; =1NX,; =1)
m We can find P(X; =1) and P(X; = 1N X; = 1) through I;,
the event that hat ¢ is in the box as person i is retrieving
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0]

—_—~—
P(X;=1)=P(X; =1N1)+P(X; =1Nn1I)
P(I;)P(X; = 1]1;)

(=) (=)

1
T n

P(X;=1NnX;=1)= P(X; = 1)P(X; = 1|X; = 1)

= P(X; = )(P(X; =1N1;|X; =1) + P(X; = 10 I{|X; = 1))

~~
0

= P(X; = DP(I;|X; = DP(X; = 1]I; N X; = 1)
In—j+1 1
Th a1 m—j+1
11
--.

n—1

u]
b}
i
it
it
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var(X;)

cov(X;, Xj) =

1 1

n ’!L2

n—1
n2

E[X;X;] — E[X;]E[X}]
P(X; =1NX; = 1) — E[X;]E[X}]

1 1 1\?
()
1
_nz(n—l)

= var(H)_Zvar(X )+2Z Z cov(X;, Xj)

=1 i=1 j=i+1

n—1 n(n —1) 1
n +2—

n?2 2 n2(n — 1)
n—1 1

+ =

n n
1

«O0>» «Fr» «=» «E>» =
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DEFINITION (CONDITIONAL EXPECTATION)
Let X and Y be CRVs.

m The expectation of X conditional on Y =y is

BXIY = y] = [ o fxpy(aly) da

m The conditional expectation of X given Y is defined by

E[X|Y] = g(Y) where g(y) = E[X]Y = y]
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EXPECTATION AND VARIANCE

Consider the conditional expectation E[X|Y] = g(Y).
m As a function of Y, E[X|Y] is a random variable
m The expectation of E[X|Y] is

EEX[Y]] = E[g(Y)]

m The variance of E[X|Y] is

var(BLX Y1) = var(g(¥)) = B [(9(Y) — Blg(¥)))’]
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EXAMPLE (4.16 CONDITIONAL EXPECTATION)

The probability of heads of a coin is uncertain, so we may assume
it is drawn from the distribution of a random variable Y. Let X be
the number of heads in n tosses of this coin. Find the conditional
expectation of X given Y.

The expectation of X conditional on Y =y is
E[X]Y =y] =ny =g(y)
So the conditional expectation of X given Y is

EX|Y]=g(Y)=nY
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LAW OF ITERATED EXPECTATION
Let X and Y be CRVs. Then

E[X] = E[E[X[Y]]

In order to find E[X], we can incorporate any random variable Y,
find E[X|Y] first, then find its expectation.

EE[X|Y]] = E[g(Y)] = /g(y) Fy (y)dy = /E[X\Y =yl fy (y) dy

—/(/Ifxy(zly)dz> fY(y)dy://zfxy(I,y)dzdy
:/fo(z)dZ:E[X]
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SCENARIOS FOR ITERATED EXPECTATION

m X is the random variable of interest
m Something crucial about the distribution of X is unknown
m Had it been known, the distribution of X would be simple

m Introduce random variable(s) for the unknown

Consider the previous example again.
m X is the number of heads

m As the probability of heads is unknown, the distribution of X
is not clear

m Introduce random variable Y for the probability of heads

m Conditional on Y =y, X is binomial
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EXAMPLE (4.16 ITERATED EXPECTATION)

For Y ~ Uni(0, 1), find E[X].

By the law of iterated expectation
E[X] = E[E[X|Y]] = E[nY] = nE[Y] = g

Alternatively, E[X] can be computed from the PMF of X

1
v - 1
px(w)=/pxw(w|y)fy(y)dy:/ (;) v - )" Ty = —
0

n

= BlX]= ) epx(@) =3

z=0
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EXAMPLE (4.17 CONDITIONAL EXPECTATION)

We start with a stick with length [. We break it at a random point
uniformly distributed over the stick and keep the left part. The same
process is repeated on the remaining part. Compute the expectation
of the length of the final part after breaking twice.

Let Y be the length after one break and X be the length after the
second break. By the law of iterated expectation

EIX] = E[EX|Y) =E || = JEIY) = §
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Alternatively, E[X] can be computed from the PDF of X with range X = [0, l]. For x € X, we have

fx () /fx|y($|y)fy(y)dy

l
1 1
= —(u(z) — u(z —y))dy
o Y
x 1
1 1 1
= - / —~0d’y+/—'1dy
Y Yy
0 £y

1 l
= — log —
l x

1
1 1
= E[X]=/Efx(m)dac=/ m(Tlog—> dz
o T
1 1
/mlogldm—/xlogmdm
0 0
! oo
—/ Z—(logz)'dw
2
0 0

[m] = =

~| =

l2 1:2
= logl— — | — logx
g 2 2 g

A 45/80
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DEFINITION (CONDITIONAL VARIANCE)
Let X and Y be CRVs.

m The variance of X conditional on Y =y is

var(X[Y = y) = B [(X — B[X|Y = y])?|Y =]

m The conditional variance of X given Y is defined by

var(X|Y) = h(Y') where h(y) = var(X|Y =y)
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CONDITIONAL VARIANCE FORMULA

var(X|Y) = B [ X?|Y | - E[X|Y]

var(X|Y = y) = E [(X ~ BIX|Y = y))? |Y =y

(= — EIX|Y = y])? Ixy (@ly) dz

@ x|y (zly) de — 2B [X|Y = y] + E*[X|Y = y]

2/(96 - 20E[X|Y = y] + E’[X|Y = y]) fx|y (z]y) do

=E [XZ\Y = y} —E2[X|Y =]

= f(y) — 9(y)

= var(X|Y) = f(Y) —g(Y) = E [XZ\Y] — E2[X|Y]
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EXPECTATION AND VARIANCE
Let X and Y be CRVs. Consider var(X|Y) = h(Y).
m As a random variable, var(X|Y) has expectation and variance

m It has been shown that
var(X|Y) = E | X?|Y| - E[X]Y]
so the expectation of var(X|Y) is
Elvar(X|Y)] = E [E [X?|Y]] - E [E*[X|Y]]

m The variance of var(X|Y) is

var(var(X|Y)) = E [(var(X|Y) — E[var(X|Y)])2]
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LAW OF TOTAL VARIANCE

Let X and Y be random variables. Then

var(X) = var(E[X|Y]) + E[var(X|Y)]

In order to find var(X), we can incorporate any random variable Y.
Then var(X) consists of the expectation of conditional variance and
the variance of conditional expectation.

var(E[X|Y]) = B [(BIX|Y] - E[EIX|Y])?]
—E [(E (X|Y] - E[X]) }
=E [E2 [X|Y] — 2E[X]E[X|Y] +E2[X]]
=E [Ez X\Y]} —E?[X]
E[var(X|Y)] = [E [x \Y} _E [x|y]]
=B [x*] -e[exy]
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EXAMPLE (4.16 TOTAL VARIANCE)

For Y ~ Uni(0, 1), find var(X).

var(X) = var(E[X|Y]) + E[var(X|Y)]
=var(nY)+E[nY(1-Y)]
=n?var(Y) + nE[Y (1 - Y)]

Il
S
—~
=
B
&,
=
N
4
S
—~
=
=
|
=
3
N

Alternatively, using px (z) = %Jrl we get
n
2 2
var(X) = E [X*] — E*[x] = E epx(@) - (2] =2+ 2
2 12 6

x=0
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EXAMPLE (4.17 TOTAL VARIANCE)

Let Y be the length after one break and X be the length after the
second break. Find var(X).

By the law of total variance
var(X) = var(E[X|Y]) + E[var(X|Y)]

Y Y2
— E | —
var(2>+ 12]

1z 127,
412 123 144

Alternatively, using fx (z) = % log é(u(z) —u(x — 1)), we get

2
var(X) = E [Xz] - E%[X] = /foX(x)dg; - (é)
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DEFINITION (MOMENT GENERATING FUNCTION)

Let X be a random variable. The moment generating function
(MGF) of X is defined by

Mx(s)=E [GSX}

m If X is DRV, Mx(s) is the transform of PMF px(z) by

Mx(s) = Z e px(x)
TEX

m If X is CRV, Mx(s) is the transform of PDF fx(x) by

Mx(s) = /esxfx(x)daz
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ExAMPLE (4.22 MGF or DRV)

Let X be DRV with PMF

1
gy 4=
1
= €r =
_ )&
px(z) = 1
3, T=
0, otherwise

Find Mx (s).

Mx(s) = B[] = 3 e px(a)
zeX
1 1 1
— 5625 + 6638 + geSS
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EXAMPLE (4.23 Poisson MGF)

For X ~ Poi(}), find Mx(s).
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EXAMPLE (4.24 EXPONENTIAL MGF)

For X ~ Exp()), find Mx(s).

fx(x) = AeMu(z) = Mx(s)=E {68)(]

= / S e Mdx

0
= / e~ A9z qq
0
_1 oo
=\ —(A=s)z
A— s € 0
_ A
A —s
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EXAMPLE (4.25 LINEAR FUNCTION MGF)

Let X be random variable with MGF Mx(s) and Y = aX + b.
Relate My (s) to Mx(s).
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EXAMPLE (4.26 NORMAL MGF)

For X ~ N (u,0?), find Mx(s).

Let Z be N(0,1) so X = o0Z + pu. We work on Z.

N

1 —Z s 1 sz 2
fZ(z):\/%e 2 éMZ(s):E[eZ}: 77/6 e 2dz

Il
)

Il
)
|

So

1

Mx(s) = e’ My(os) = ez

0252+,us
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MOMENTS AND MGF

The nth moment of X equals the order-n derivative of Mx (s) eval-

uated at s = 0.
—dn M
E[X"] =
[X") = o Mx(s)

s=0

The order-n derivative of Mx(s) is

ar d”
=M _ sT _ n _sx
ToMx(s) = S [ e pxla)dn = [ane fi(@yda
At s =0
dn n n
SMx(s)| = [a" (@) =B (X7
S s=0
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EXAMPLE (4.27 EXPONENTIAL)

For X ~ Exp()), find the first/second moments of X via Mx(s).

A
Mi(s) = A—s

d A 1

] ds x(8) =0 (A=95)2l_p A
d? 2\ 2

E|X? = —M =" | =
[ ] ds? x(s) B A=s)3,_y A2
s=0 S

They are consistent with the results we found earlier.
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INVERSION PROPERTY”*

Let X be random variable. Suppose the MGF Mx (s) is finite for all
s in some interval [—a,a]. Then the distribution of X is uniquely
decided by Mx(s). When Mx () can be recognized, the distribution
of X can be named.

px(z) ML A (s) = e px(x)
reX

inverse transform

Mx (s) px ()

Fr(a) Ensform . ar(s) = / e fx(x)d

MX (S) inverse transform fX (.73)
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EXAMPLE (4.28)

Suppose X has MGF

1 1 1 1

pX(_l) = Z’ pX(O) = §a pX(4) = ga pX(5) = g
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EXAMPLE (4.29)

Suppose X has MGF

Find the distribution of X.

s

_pre
1—(1—p)es
= pe’ (1—}—(1—p)es—i—(l—p)QeQS—i—...)

x x
=Y p(1—p)" e = px(z)e™
=1 =1

= px(x) =p(1 —p)z_l, r=12,...

Mx(S) =
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ExAMPLE (4.30)

A bank has 2 fast tellers and 1 slow teller. The time for a fast
(resp. slow) teller to assist a customer is Exp(6) (resp. Exp(4)).
Let X be the time a customer is assisted by a teller, each chosen
with probability 1/3. Find the PDF and the MGF of X.

Let A = {a fast teller is chosen}.
Ix(x) = P(A)fxja(x) + P(A) fx|ac(z)
Mx(s) = [ e fx(w)do

_/ Sz fX\A( )+P(Ac)fX|Ac({L‘)> dx

)MX\A( ) + P(A) M x| 4c(s)
RN
" 36-5s 34-s
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The MGF of the sum of independent random variables is the product
of the MGFs of the individual random variables.

Let X and Y be independent random variables and Z = X + Y.
Then

My(s) = E |:63Z} —E {es(X+Y)] —E {esXesY}
_ 5[] B[]
= Mx(s)My (s)
Let X1,..., X, be independent and Z = X; + --- + X,,. Then

Mz(s) = MXl(S) ...MXn(S)
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EXAMPLE (4.31 BERNOULLI SUM)

Find the MGF of Z ~ Bin(n, p).

Z is the sum of n iid Bernoulli, i.e. Z = X7 + --- + X, where
X1,...,X, are independent Ber(p). The MGF of Xj is

My, (s) = (1 = p)e® + pe”?
(1 —=p)+pe’

So the MGF of Z is

Mz(s) = MXl(S) ...Mxn(s)
= (1 —p+pe’)"
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EXAMPLE (4.32 POISSON SUM)

For independent X ~ Poi(\) and Y ~ Poi(y), find the MGF of
Z=X+Y.

The MGF of Z is

My (s) = Mx (s)My (s) = e =1 u(e=1) _ (Atp)(e®—1)

It shows Z ~ Poi(\ + ). Alternatively, the PMF of Z can be derived by convolution

)\(E z—x
pz() =3 px@ryG-o) =Y (e”;) (e*“h)

z=0 z=0

z

:e—<x+u>i§:zi’ﬂuz_w
z! z!(z — x)!

x=0
>\ z
e~ (A +w) A+

z!

which also shows Z ~ Poi(\ + p).
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EXAMPLE (4.33 NORMAL SUM)

For independent X ~ N (uz,02) and Y ~ N (py, 07), find the MGF
of Z=X+Y.

The MGF of Z is
Mz(s)

MX(S)My(S)

1.2.2 1.2.2
— e§Jz5 +pa s e?gys +pys

— ¢3(02409) 8+ (uatuy)s

This shows
(X+Y) NN(,U/x‘{',UyaO':%“'Uz)
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DEFINITION (RANDOM SUM)

Let X, Xo,... be random variables and N be non-negative integer
random variable (e.g. geometric, binomial, Poisson). Then

Y =X+ +Xn

is a random sum.

m A random sum consists of 2 levels of randomness

m Consider the example of Hi-Life. The total sale is a random
sum

Y =X+ -+ Xy

where IV is the number of customer and Xj; is the purchase
amount of customer ¢
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MEAN AND VARIANCE

Let X1, X5,... be independent and identically distributed (abbr.
iid) random variables, NV be a non-negative integer random variable
independent of X;, and Y = X7 + .-+ Xn. Then

var(Y) = var(X;) E[N] + E*[X;] var(N)

Conditional on NN, the distribution of Y is clear. Thus we exploit N in iterated expectation and total variance.

var(Y) = E[var(Y|N)] + var(E[Y |N])
= E[Nvar(X;|N)] + var(N E[X;|N])

E[Y] = E[E[Y|N]] = E[E[X; + -+ XN |N]]
= E[E[X1|N] + .- + E[Xy|N]]
= E[N E[X;]]
= E[X;]E[N]
[
[

= var(X;) E[N] + E*[X;] var(N)
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Let X1, Xo,... beiid random variables, IV be a non-negative integer
random variable independent of X;, and Y = X; +--- + Xn.

My (s) = Mn(log Mx,(s))

My(s) = E e | =E[E ™| N]]
= B [(Mx,(5))"]
= ;(MXZ(S))”pN(n)
My(s) =B [eV] =3 epy(n)
= Mu(log My (+)) = 3 (M (5))" pv(m) = My (s
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EXAMPLE (4.34 UNIFORM RANDOM SUM)

A remote village has 3 gas stations. Each gas station is open on
any given day with probability % independent of the others. The
amount of gas available in an open station is Uni(0, 1000) gallons.
Let Y be the total amount of gas available at the open gas stations
in one day. Find the MGF of Y.

Let N be the number of open stations and X; be the amount of gas
available at the ith open station. Then the total amount of gas is
a random sum. The MGF of Y depends on the MGF of X; and N.
The MGF of N ~ Bin(3,1) is

1 1 )\% 1
My(s) = (5+5¢) =g+’
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The MGF of X; ~ Uni(0, 1000) is

MXi(S) =

1
_ -1

1000
E [esxi] = /e“fxi(x)dl‘ =/ e
0
£1000s

1000
1000s
The MGFof Y = X1+ -4+ Xy is
My (s) = Mn(log Mx,(s))

— log M, (s)\>
=3 (1 +e )
= £ (14 My, ()’

_ 1

-8

o & = = E DaAe

010005 _ | 3
1"
1000s
~ CuaPNG CHEN | FURTHER TOPIGS ON RANDOM VARIABLES
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EXAMPLE (4.35 EXPONENTIAL RANDOM SUM)

Jane is looking for Great Expectations. In a bookstore, Jane
spends a random amount of time, exponentially distributed with
parameter A\, and she either finds a copy with probability p or try
another bookstore. Find the mean, the variance, and the PDF of
the total time Jane will spend until she finds the book.

Let N be the number of bookstores Jane visits and X; is the time
she spends at the ith bookstore. Then the total time spent by Jane
is a random sum

Y=X1+ - +Xn

The PDF of Y can be found via My (s), which in turn can be found
via Mx,(s) and My(s).
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X; ~ Exp(\) and N ~ Geo(p).

M(s) = )\%’ Mu(s) = 1= (219€i p)e
> M) = M08 M) = T
= /\is p)\

This shows Y ~ Exp(pA). It follows that

h@=WVWW@,HH=$,WWV !

[m] = -
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EXAMPLE (4.36 GEOMETRIC RANDOM SUM)

Suppose X; ~ Geo(q), N ~ Geo(p) and Y = X1+---+Xxy. Then

Y ~ Geo(pq)
qes pes
Mx,(s) = T —ove MV =17 o
X; (S) 1_ (1 — q)es7 N(S) 1— (1 —p)QS
pMXi(S)
= My(s) = MN(log MXi(S)) = 1— (1 _p)MX,(S)
Pifi—ge  _ pge

B 1- (1 _p) 1,(({ejq)es 1- (1 *pQ)es
So Y ~ Geo(pg).
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Example 4.35 can be solved by total probability. For y > 0
fY|N n(Y)

PDF of the nth arrival time
o)
1
=Y p(1—p)
n=1

)\nyn—l -y

(n—1)!
0 )\n—ly
— -y o -1
P 2 (1 =1
_ pAe—/\ye(l—p)Ay
= phe PV
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Example 4.36 can also be solved by total probability. For y € N

pr@) = 3 e (m)py en(¥) Ly

PMF of the nth arrival time
y lan Y
_ -1 _
=Y p(1—p"t (i_ 1) (1—q)¥ "
n=1

=pq Yy ( o ) (1-p)"q"(1—q¥ "

n’=0

=pa((1 —p)g+ (1 —q)’"
= pq(1 — pg)? ™"
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SUMMARY 1

2-step method for the distribution of ¥ = ¢(X)

P(Y <y)=P(yg ZP )< X <y

ZFX ui(y Fx(l (¥))

Covariance and correlation
cov(X,Y) =E[(X — E[X])(Y — E[Y])]

cov(X,Y)

Vvar(X)+/var(Y)

Corr(X,Y) =
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SUMMARY 2

7~

Conditional expectation and variance

E[X[Y] = g(Y)
var(X|Y) = h(Y)

Law of iterated expectation

E[X] = E[E[X]Y]

Law of total variance

var(X) = var(E[X|Y]) + E[var(X|Y)]
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SUMMARY 3
MGF
Mx(s) =E [eSX}
E[X"] = %Mx(s) _

Random sum of iid random variables
Y=X1+ +Xy
E[Y] = E[N]E[X]]
var(Y) = var(X;) E[N] + E?[X;] var(N)
My (s) = Mn(log Mx,(s))
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